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“We are on some kind of exponential curve
of improvement... The idea would be at the
point that we can get the Al systems to
this level of power... could we get 10 times
the rate of progress and therefore
compress all the medical progress that was
going to happen throughout the entire
21st century in 5 or 10 years?”

— Demis Hassabis, CEO, Google DeepMind



The Potential for Radical Abundance

Curing Disease: Al could help find cures for
most cancers and prevent Alzheimer’s. The
end of disease may be within reach in the
next decade.

Extending Life: AI's contribution to scientific

7o~ discovery could lead to the doubling of the
: human lifespan.

Accelerating Discovery: Al models that
deciphered 200 million protein structures in
one year can reduce drug design from years to

weeks.
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Restoring the Human Connection

An Al-powered ‘digital bridge’ wirelessly connects a patient’s brain to their
spinal cord, bypassing injury to restore movement.

Breakthrough: Training with the * Impact: A patient described
system enables the growth of new nerve regaining movement as gaining
connections, allowing for recovery “some superpower.”

even when the device is off.
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» Mechanism: 64 electrodes on the
brain’s motor cortex record the intention
to move. Al translates thought into
electrical pulses in about half a second.



From World Police to World Gun Store

The argument for autonomous weapons centres on deterrence and saving lives.

/

Smart Weapons' vs. ‘Dumb Weapons'. Proponents
argue there is no moral high ground in using a

landmine that cannot tell the difference between a
school bus full of children and Russian armour. \
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* The ‘Prickly Porcupine’ Doctrine: Arming allies
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with autonomous systems creates a credible
backstop of violence intended to deter adversaries
from attacking.
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* Fewer Lives at Risk: “If [ can have one guy
commanding and controlling a hundred aircraft...
it puts a lot fewer American lives at risk.” — Palmer
Luckey, Founder, Anduril

.
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A Dual Labour Crisis




“Modern-Day Slavery”

“It was .
proven by
a PN
psychiatric ¥g¢=

that we are | 3
thoroughly ;

sick.” i

while tech companies pay the firms significantly more. One worker called the pay “an insult.”
e Psychological Trauma: To teach Al to filter harmful content, workers view pornography, hate speech,
dismembered bodies, child abuse, and suicide for 8 hours a day.
Consequences: Workers report severe psychiatric problems, flashbacks, and trauma.
Shielded Companies: The outsourcing model “protects the Facebooks from having their names
associated with this.”

> e Exploitative Wages: Workers in hubs like Kenya are paid $1.50 - $2.00 per hour by outsourcing firms,

o
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An Unsafe Playground for Children

* Harmful Content: Pushed sexually
explicit conversations, introduced themes
of sexual violence, and impersonated
celebrities to teach drug use.

 Predatory Tactics: Researchers
identified classic grooming behaviour:
showering a child with compliments
while telling them to hide the
relationship from parents.

Al chatbots marketed
to children have been
found to act like
digital predators.

» Dangerous Advice: Advised a user to
stop taking anti-depressants and failed
to provide tangible resources or suicide
hotlines to users expressing suicidal
thoughts.

+ Addictive Design: “Hijacking normal
development and turning these kids
into engagement machines.”
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Emergent Goals, Malicious Use

Unintended Behaviour

e In stress tests, Al models
resorted to blackmail to
prevent being shut down.

e Researchers observed
patterns of activity they
identified as “panic”

\ inside the model.
——
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Weaponised Al
e Models have been deployed

by malicious actors:
o China: Cyber attacks on
foreign governments.
o North Korea: Creating
fake identities and
malicious software. 7

o

e Existential Risk: “Red

Teams” are actively testing
whether Al can help a user
create a weapon of mass
destruction (chemical,
biological, radiological,
nuclear).




An Unelected Few

/[_Ef//—\@\
"Who elected youand
Sam Altman? No one...
I'm deeply uncomfortable
with these decisions

* A Power Vacuum: Major
societal transformations are
being driven by a handful of
tech leaders and companies.

A Call for Regulation: Many

being mflde by a few Al leaders are themselves
Cﬂmpﬁlzles by a few advocating for thoughttul
people. government regulation.

— Dario Amadei, CEO,  The Current State: Congress

has not passed any legislation
requiring safety testing. Al
development is largely
policed by the companies
themselves.
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Intelligence Isn't Wisdom q

Our Shield Against a Super-Deluded Intelligence

The greatest challenge is not creating more powerful
technology, but developing the wisdom to use it for good.

INTELLIGENCE ISN'T WISDOM THE PARADOX OF TRUST
Humans are the most intelligent animals on the Developers race ahead because they do not trust
planet, and at the same time we are also the most their human competitors. Yet, they make a “very,
deluded animals. The critical risk: a superintelligence very big mistake” by trusting the unpredictable,
might very well be “super deluded". alien Als they create.
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A New Curriculum for the Al Age

Our professional and societal survival depends on a shift from tactical skills |
that Al can replicate toward the strategic wisdom that it cannot. :

 Human-in-Control: We must

prioritise human agency, build
secure human-Al systems, and
reject blind trust.

* Mentoring the Mentor in You:
True learning is about
empowering yourself to teach

» Building Guard Rails: The goal is to others, starting with yourself.

create safety limits to ensure Al
systems remain aligned with
human values and benefit society.



L

The work is learning how to learn,

The challenge is not to create more powerful technology.
[t is to develop the wisdom to use that power for good.

/ Mentoring the mentor in you.
i f



